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ABSTRACT
Many combinatorial optimization problems can be formulated as a

problem to determine the order of sequence or to find a correspond-

ing mapping of the objects. We call such problems permutation-

based optimization problems. Many such problems can be formu-

lated as a quadratic unconstrained binary optimization (QUBO)

or Ising model by introducing a penalty coefficient to the permu-

tation constraint terms. While classical and quantum annealing

approaches have been proposed to solve QUBOs to date, they face

issues with optimality and feasibility. Here we treat a given QUBO

solver as a black box and propose techniques to enhance its perfor-

mance. First, to ensure an effective search for good quality solutions,

a smooth energy landscape is needed; we propose a data scaling

approach that reduces the amplitudes of the input without compro-

mising optimality. Second, we need to tune the penalty coefficient.

In this paper, we illustrate that for certain problems, it suffices to

tune the parameter by performing random sampling on the penalty

coefficients to achieve good performance. Finally, to handle possible

infeasibility of the solution, we introduce a polynomial-time pro-

jection algorithm. We apply these techniques along with a divide-

and-conquer strategy to solve some large-scale permutation-based

problems and present results for TSP and QAP.
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1 INTRODUCTION
Combinatorial optimization problems such as the Traveling Sales-

man Problem (TSP), the Flow Shop Scheduling Problem (FSP), and

the Quadratic Assignment Problem (QAP) are NP-hard problems

underlying many route planning and machine scheduling prob-

lems [28]. Traditionally these problems are modeled as integer

programs and solved with mathematical programming solvers such

as CPLEX[8] and Gurobi[11]. These solvers are based on the branch

and bound paradigm which are exponential time algorithms in the

worst case.

Recently, motivated by the promise of quantum computing, an al-

ternative approach is gaining traction. The idea is to first formulate

the problems as Ising models (or equivalently, quadratic uncon-

strained binary optimization problems (QUBO) [18], [5]), which are

amenable to quantum annealing-based solutions. A QUBO problem

can be described as

min

𝑥 ∈{0,1}𝑛
𝑥𝑇𝑄𝑥.

It is an NP-hard problem. Special quantum hardware such as D-

Wave’s quantum annealer has been developed that demonstrates

effectiveness in solving targeted problems like Max-SAT and Max

Cut (see e.g. [31]). Nurse-scheduling problem and flight gate assign-

ment problem have also been solved in [14] and [24] respectively.

Some other interesting problems have been formulated as a QUBO

as well. In [22], the problem of estimating the density of states of

Boolean satisfiability problem is formulated as a QUBO.

On a related front, technology companies have developed fast

QUBO solvers (QS) such as Alpha-QUBO [10] (a software solver)

and Fujitsu’s Digital Annealer (DA) [3], a CMOS machine with

specialized hardware architecture. These QUBO solvers face several

challenges including hardware limitations and no guarantee of

solution quality.

Currently, these solvers assume that the given problem is un-

constrained, although it has been proven in [18] that a constrained

problem such as those stated in a typical integer programming
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(IP) can be converted to an unconstrained problem using a penalty

method[23]. The penalty method achieves this by ensuring that an

infeasible solution is not the optimal solution. More details on how

to convert a quadratic binary optimization problem with permu-

tation constraints to a QUBO will be covered in the background

section.

In this paper, we focus on permutation-based combinatorial opti-

mization problems, i.e. problems whose constraints are permutation

constraints. For a routing problem (such as TSP), this corresponds

to deciding the order of nodes to visit; for a scheduling problem

(such as FSP), this corresponds to deciding the order of tasks to be

served by a machine. It is known that these problems have ded-

icated or handcrafted heuristics that perform well: for example

for TSP, Concorde [2] is known to be an effective dedicated solver

for TSP. For FSP, there are standard heuristics such as the NEH

algorithm, such as [19]; while for QAP, various handcrafted meta-

heuristics have been proposed (see for example [17]). Heuristics

and dedicated solvers may not perform well in specific problem

instances, e.g. some hard TSP instances were listed [13], and there

is no one-size-fits-all heuristic for QAP benchmark instances.

There are a few challenges that we have to address to use the

solvers effectively. These challenges are

• The data describing the QUBO varies greatly in magnitude

and a QUBO solver focuses on only certain bits as a result.

• Choosing the right penalty coefficient so that we obtain

high-quality solutions.

• Solution returned by QUBO solver is not feasible for the

original problem, and

• Problem size constraints

The research question that we address in this paper is what are

the possible techniques to overcome these challenges. We address

these challenges for permutation-based problems as follows:

We introduce a data scaling technique to control the magnitude

of the data and yet ensuring that the problem is equivalent to the

original problem in Section 3.1. In the penalty method, we have

a penalty parameter 𝐴 in Equation 3 where it plays an important

role in the solution quality. While theoretically, a large 𝐴 ensures

that the resulting QUBO is equivalent to the original problem;

in practice, it is observed that there is a ‘Goldilocks region’ that

contains penalty values that work well as discussed in [10], if it is

too large, it leads to sub-optimality while if it is too small, it leads

to infeasibility. Hence, we investigate penalty coefficient tuning to

obtain good performance in Section 3.2. Furthermore, the solution

that we obtained from a QUBO solver need not be feasible for

the original problem. We discuss how to compute projection to

ensure that the solution that we obtain is feasible in 3.3. In Figure

1, we present a framework to solve large scale permutation-based

optimization problem.

More precisely, we show in this paper that by incorporating our

techniques, we can enhance the performance of a black-box heuris-

tic QUBO solver that is not guaranteed to solve QUBO instances

optimally. An example is the DA which is based on simulated an-

nealing with a simple bit-flip neighborhood. In order to tackle

large-scale problems that is beyond what the QUBO solver is capa-

ble of solving (due to hardware limitation), a divide-and-conquer

approach can be used to decompose the problem into sub-QUBOs.

Note that our proposed techniques are hardware-agnostic, and as

the quantum hardware matures, QUBO solvers enhanced with our

proposed techniques can provide a strong competitor to commercial

exact solvers like CPLEX and GUROBI.

Our key contributions are as follows:

• To enhance solution quality, we propose a data-scaling

method to convert an instance to one with smaller cost

variations while preserving the ranking of solutions for the

original problem instance for QUBO with permutation con-

straint, and prove that our data scaling method applies to all

permutation-based problems.

• To ensure feasibility, we propose a method to project in-

feasible solutions obtained by the QUBO solver to feasible

solutions using a polynomial-time weighted assignment al-

gorithm.

• To balance between quality and feasibility, we study the ef-

fects of the penalty parameters in the QUBO formulation

and compare different parameter tuning approaches experi-

mentally.

• We apply our techniques to the DA QUBO solver to solve

large Euclidean TSP (E-TSP) and Quadratic Assignment Prob-

lem (QAP) instances via a divide-and-conquer process. We

respectively evaluate our approach by comparing the Con-

corde solver (for E-TSP) and the qbsolv framework running

the same QUBO solver (for QAP).

2 PERMUTATION-BASED PROBLEMS
A permutation-based combinatorial optimization problem involves

permuting 𝑛 objects to minimize a certain objective function. Com-

mon examples of permutation-based problems include TSP, FSP

and QAP. Such problems can be modeled as minimizing a quadratic

objective function of the following form:

min

𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝑛∑︁
𝑢=1

𝑛∑︁
𝑣=1

𝑥𝑢,𝑖𝑄𝑢,𝑖,𝑣, 𝑗𝑥𝑣,𝑗 (1)

subject to

∑𝑛
𝑢=1 𝑥𝑢,𝑖 = 1,∀𝑖 ∈ {1, . . . , 𝑛} and ∑𝑛

𝑖=1 𝑥𝑢,𝑖 = 1,∀𝑢 ∈
{1, . . . , 𝑛} where 𝑥𝑢,𝑖 takes value 1 if object 𝑢 is assigned to slot

𝑖 and it takes value 0 otherwise. The two constraints ensure that

each object is given a slot and vice versa. We call the first group

of constraint the column sum constraints and the second group of

constraint the row sum constraints.

We can convert this formulation to an unconstrained QUBO

model by squaring the constraint violations and adding them to

the original objective function:

min

𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝑛∑︁
𝑢=1

𝑛∑︁
𝑣=1

𝑥𝑢,𝑖𝑄𝑢,𝑖,𝑣, 𝑗𝑥𝑣,𝑗 (2)

+𝐴


𝑛∑︁

𝑢=1

(
𝑛∑︁
𝑖=1

𝑥𝑢,𝑖 − 1

)
2

+
𝑛∑︁
𝑖=1

(
𝑛∑︁

𝑢=1

𝑥𝑢,𝑖 − 1

)
2 (3)

where 𝐴 is a single parameter that we have to tune to penalize

constraint violation. Henceforth, we call a QUBO expressed in that

form a "permutation QUBO".

For this work, we choose to tune a single parameter 𝐴 following

the formulation given in [18], although one could have assigned
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a new parameter for each of the 2𝑛 constraints. By doing so, the

number of parameters to tune does not grow as𝑛 increases. One can

observe that the symmetry in the permutation constraints suggests

that we do not have to emphasize some constraints over the others

intuitively.

3 TECHNIQUES TO IMPROVE SOLUTION
QUALITY

In this section, we introduce our techniques to perform data scaling,

investigate the effect of parameter tuning, and propose a projection

scheme to improve the quality of solution when we use a QUBO

annealing solver.

3.1 Data Scaling
In [12], it has been shown that for the TSP problem, one can reduce

all the distances to or from a particular city by a constant and

preserve the ranking of the solutions. This result can be extended

to the quadratic binary optimization problem with permutation

constraints as follows.

Given the optimization problem (1), pick any 𝑗 ∈ {1, . . . , 𝑛} and
define �̃� as follows:

∀𝑢, 𝑖, 𝑣 ∈ {1, . . . , 𝑛}, �̃�𝑢,𝑖,𝑣, 𝑗 =

{
𝑄𝑢,𝑖,𝑣, 𝑗 if 𝑗 ≠ 𝑗

𝑄𝑢,𝑖,𝑣, 𝑗 + Δ if 𝑗 = 𝑗

That is, we change those matrix entries with index 𝑗 = 𝑗 by a

constant Δ. We call this process data scaling.

Consider the resulting scaled optimization problem:

min

𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝑛∑︁
𝑢=1

𝑛∑︁
𝑣=1

𝑥𝑢,𝑖�̃�𝑢,𝑖, 𝑗,𝑣𝑥 𝑗,𝑣 (4)

subject to

∑
𝑢∈𝐼 𝑥𝑢,𝑖 = 1 and

∑
𝑖∈𝐽 𝑥𝑢,𝑖 = 1.

The following lemma shows that the ranking of optimality is

preserved under data scaling:

Lemma 1. A feasible solution 𝑦 that is better than feasible 𝑧 for
optimization problem (1) remains better for optimization problem
(4). That is if 𝑦 and 𝑧 are feasible solution optimization problem (1),
then 𝑦𝑇𝑄𝑦 ≤ 𝑧𝑇𝑄𝑧 =⇒ 𝑦𝑇 �̃�𝑦 ≤ 𝑧𝑇 �̃�𝑧.

Note that our theoretical result can be further generalized to

constraint of the form of

∑
𝑖∈𝐼 𝑥𝑖, 𝑗 = 𝐵 and

∑
𝑖∈𝐼 𝑥𝑖, 𝑗 = 𝐶 where

𝐵 and 𝐶 satisfy 𝐵 |𝐽 | = 𝐶 |𝐼 |. We state and prove the more general

version of the result here:

Consider the following quadratic programming problem with

binary variables.

min

∑︁
𝑖,𝑢∈𝐼
𝑣, 𝑗 ∈𝐽

𝑥𝑖, 𝑗𝑄𝑖, 𝑗,𝑢,𝑣𝑥𝑢,𝑣 (5)

subject to

∑
𝑖∈𝐼 𝑥𝑖, 𝑗 = 𝐵 and

∑
𝑗 ∈𝐽 𝑥𝑖, 𝑗 = 𝐶 where |𝐽 |𝐵 = |𝐼 |𝐶 . That

is we impose the conditions that the row sum is a constant and the

column sum is another constant and the problem is feasible.

Let 𝑗 ∈ 𝐽 . Consider the optimization problem with perturbed

data:

min

∑︁
𝑖,𝑢∈𝐼
𝑣, 𝑗 ∈𝐽

𝑥𝑖, 𝑗�̃�𝑖, 𝑗,𝑢,𝑣𝑥𝑢,𝑣 (6)

subject to

∑
𝑖∈𝐼 𝑥𝑖, 𝑗 = 𝐵 and

∑
𝑗 ∈𝐽 𝑥𝑖, 𝑗 = 𝐶 .

where

�̃�𝑖, 𝑗,𝑢,𝑣 =

{
𝑄𝑖, 𝑗,𝑢,𝑣 if 𝑗 ≠ 𝑗

𝑄𝑖, 𝑗,𝑢,𝑣 − Δ 𝑖 𝑓 𝑗 = 𝑗

The following lemma shows that the ranking of optimality is

preserved under data scaling:

Lemma 2. A feasible solution𝑦 that is better than feasible solution 𝑧
for optimization problem (5) remains better for optimization problem
(6). That is if 𝑦 and 𝑧 are feasible solution optimization problem (5),
then 𝑦𝑇𝑄𝑦 ≤ 𝑧𝑇𝑄𝑧 =⇒ 𝑦𝑇 �̃�𝑦 ≤ 𝑧𝑇 �̃�𝑧.

Proof. It suffices to show that the difference in the objective

values of the two feasible solutions 𝑦 and 𝑧 remain the same before

and after scaling. More precisely,∑
𝑖,𝑢∈𝐼
𝑣, 𝑗 ∈𝐽

𝑧𝑖, 𝑗𝑄𝑖, 𝑗,𝑢,𝑣𝑧𝑢,𝑣 −
∑

𝑖,𝑢∈𝐼
𝑣, 𝑗 ∈𝐽

𝑦𝑖, 𝑗𝑄𝑖, 𝑗,𝑢,𝑣𝑦𝑢,𝑣

=
∑

𝑖,𝑢∈𝐼
𝑣, 𝑗 ∈𝐽

𝑧𝑖, 𝑗�̃�𝑖, 𝑗,𝑢,𝑣𝑧𝑢,𝑣 −
∑

𝑖,𝑢∈𝐼
𝑣, 𝑗 ∈𝐽

𝑦𝑖, 𝑗�̃�𝑖, 𝑗,𝑢,𝑣𝑦𝑢,𝑣 .

By definition we have,∑︁
𝑖,𝑢∈𝐼
𝑗,𝑣∈𝐽

𝑧𝑖, 𝑗�̃�𝑖, 𝑗,𝑢,𝑣𝑧𝑢,𝑣 − 𝑦𝑖, 𝑗�̃�𝑖, 𝑗,𝑢,𝑣𝑦𝑢,𝑣

=
∑︁
𝑖,𝑢∈𝐼
𝑗,𝑣∈𝐽

[𝑧𝑖, 𝑗𝑄𝑖, 𝑗,𝑢,𝑣𝑧𝑢,𝑣 − 𝑦𝑖, 𝑗𝑄𝑖, 𝑗,𝑢,𝑣𝑦𝑢,𝑣]

− Δ
∑︁

𝑖,𝑢∈𝐼 ,𝑣∈𝐽
[𝑧𝑖, 𝑗𝑧𝑢,𝑣 − 𝑦𝑖, 𝑗𝑦𝑢,𝑣] (7)

Since both solutions 𝑦 and 𝑧 are known to be to be feasible

by our assumption, i.e.

∑
𝑖∈𝐼 𝑦𝑖, 𝑗 =

∑
𝑖∈𝐼 𝑧𝑖, 𝑗 = 𝐵 and

∑
𝑗 ∈𝐽 𝑦𝑖, 𝑗 =∑

𝑗 ∈𝐽 𝑧𝑖, 𝑗 = 𝐶 ,∑︁
𝑖,𝑢∈𝐼
𝑣∈𝐽

𝑦𝑖, 𝑗𝑦𝑢,𝑣 =
∑︁
𝑖∈𝐼

𝑦𝑖, 𝑗

∑︁
𝑢∈𝐼

∑︁
𝑣∈𝐽

𝑦𝑢,𝑣 = 𝐵
∑︁
𝑢∈𝐼

𝐶 = 𝐵𝐶 |𝐼 |

and similarly

∑
𝑖,𝑢∈𝐼
𝑣∈𝐽

𝑧𝑖, 𝑗𝑧𝑢,𝑣 = 𝐵𝐶 |𝐼 |

Hence the term (7) is equal to 0.

□

Specifically when 𝐵 = 𝐶 = 1, and the index set 𝐼 = 𝐽 = {1, . . . , 𝑛},
we have the special case for permutation based optimization prob-

lems which is Lemma 1.

Even though we have shown that we can change the objective

value corresponding to certain indices by a constant and yet the

two problems remain equivalent, it is interesting to determine the

value to be scaled for a particular index 𝑖 , i.e. Δ𝑖 . One approach is to

use the result from [33] to minimize the variance of all the scaled

distances. Intuitively, this corresponds to smoothing the landscape

of the objective function.
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3.2 Penalty Parameter Tuning
As discussed above, tuning the penalty parameter 𝐴 in Equation 3

is an important step in ensuring solution feasibility and quality for

the original problem.

There are multiple approaches for hyper-parameter tuning. Note

that unlike machine learning tasks where the hyper-parameters are

tuned offline with large training sets, in solving combinatorial opti-

mization problems using a QS, each call to the QS takes substantial

time, and hence we need to perform online tuning with as few calls

to the QS as possible. In this paper, we investigate the following

approaches:

Online parameter search: One approach is to perform an

online search for suitable parameters. Bayesian approaches are

model-based approaches that updates the search regions dynami-

cally. Hyperopt [4] and Optuna[1] are frequently used to improve

the quality of the solution iteratively. Model-free approaches based

on Particle Swarm Optimization (PSO) [21] are also able to achieve

reasonable results. Furthermore, while there are multiple hyper-

parameters that can be set for PSO, interestingly we notice that the

performance is not sensitive to them for our problems.

Statistical sampling: Another approach is to draw the parame-

ter values based on some distributions. For example, we can collect

data to learn the average value and standard deviation of penalty

parameter of the problem instance that performs well and fit a

distribution to it. During the prediction stage, we draw samples

from the fitted distribution repeatedly.

The choice of which parameter tuning scheme to use depends

largely on the applications, and in the experiments that follow, we

compare the results of these methods.

3.3 Projection to the Feasible Space
While ideally, QS should return feasible (though not optimal) solu-

tions, this need not always be the case. In this paper, we propose

a projection algorithm to map an infeasible solution to a feasible

solution.

Suppose 𝑧 ∈ {0, 1}𝑛×𝑛 is an infeasible solution returned by QS.

To restore feasibility of the original constrained problem, we solve

the following optimization problem:

min

𝑛∑︁
𝑖, 𝑗=1

(𝑥𝑖, 𝑗 − 𝑧𝑖, 𝑗 )2 = min

𝑛∑︁
𝑖, 𝑗=1

((1 − 2𝑧𝑖, 𝑗 )𝑥𝑖, 𝑗 + 𝑧𝑖, 𝑗 )

subject to

∑𝑛
𝑖=1 𝑥𝑖, 𝑗 = 1,∀𝑗 ∈ {1, . . . , 𝑛} and

∑𝑛
𝑗=1 𝑥𝑖, 𝑗 = 1,∀𝑖 ∈

{1, . . . , 𝑛}.
Note that here 𝑧 would be a given constant and hence this reduces

to the standard Weighted Assignment Problem which can be solved

in 𝑂 (
(
𝑛
𝑘

)
3

) time with the Hungarian algorithm [15].

4 APPLICATION TO TSP AND QAP
QUBO solvers generally suffer limitation on the size of the model

that can be solved directly, e.g. a limit of 2000-qubits for D-Wave,

3000 binary variables for Alpha-QUBO, and 8192 binary variables

for the Generation 2 Digital Annealer (DA) ( and 10
5
for the third

generation DA). Even with prospective hardware enhancements,

it is challenging to cope with large-scale combinatorial optimiza-

tion problems as problem size increases. Hence, to date, it is com-

monly agreed that hybrid methods are needed. For instance, in [16],

[29], [30], and [32], hybrid quantum-classical approaches to solving

scheduling problems have been proposed.

Our proposed techniques can be embedded within a divide-and-

conquer framework portrayed in Figure 1. The framework decom-

poses a large permutation-based problem into multiple smaller

instances via a clustering step. The techniques (data scaling, param-

eter tuning, and projections) can then be used to ensure that each

sub-problem can be solved to a high quality. Finally, to obtain a

feasible solution to the original problem, we need to have a stitch-

ing step to combine the solutions into a solution for the original

problem.

Solution

Weight 1 Weight 2 Weight k

Large Instance

Clustering

Cluster 2Cluster 1 Cluster k... ...

Data Scaling Data Scaling Data Scaling... ...

Scaled Data 1 Scaled Data 2 Scaled Data k

Tuning Tuning Tuning

QS QS QS

... ...

... ...

Projected solution
for sub-problem 1

Projected Solution
for sub-problem 2

Projected Solution
for sub-problem k

Stitching

Procedure

Data

Legend

Figure 1: Divide and Conquer framework

When we decompose a large instance into smaller sub-instances,

depending on the specific problem at hand, there are a few factors

to take into consideration. Typically the size should be chosen such

that the smaller problem performs well in terms of solution quality

and solving time. Also, we do not want the sub-problem instances

to be too small as that would affect the performance when we stitch

the solutions to form a solution to the original problem. We let

the number of sub-problems be denoted by 𝑘 . Having solved the

sub-problems, stitching involves combining the solutions. A nice

property of permutation-based problems is that any permutation of

{1, . . . , 𝑛} is a feasible solution. Hence finding good feasible solution
hinges on finding an effective scheme to stitch the solutions of the

clusters together. For example, for TSP, we can define the distance

between two clusters to be the smallest distance of a city in the first

cluster with a city in the second cluster. General decomposition of a

permutation-based constraint optimization problem to a clustering

is a challenging task that is not in the scope of the paper.

4.1 Euclidean Traveling Problem (E-TSP)
We focus on E-TSP (instead of the general TSP) in this paper since

the constrained 𝑘-means algorithm [6] can be applied easily for

clustering.
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In [18], a QUBO formulation that only involves a quadratic num-

ber of terms in the number of cities is proposed. Without loss

of generality, we can focus on the case where the graph is fully

connected, as we can always introduce edges of infinite distances

otherwise. We let 𝑑𝑢𝑣 be the distance between city 𝑢 and city 𝑣 . We

require 𝑛2 variables for an 𝑛-city instance. The first subscript of 𝑥

represents the city and the second indicates the order that the city

is going to be visited at. That is 𝑥𝑣,𝑗 is the indicator variable that

the city 𝑣 is the 𝑗-th city to be visited. Notice that the constraint

implies that this satisfies the permutation condition.

The formulation is as follows: min𝑥 𝐻𝐵 (𝑥) +𝐴𝐻𝐴 (𝑥), where

𝐻𝐵 (𝑥) =
∑︁

(𝑢,𝑣) ∈𝐸
𝑑𝑢𝑣

𝑛∑︁
𝑗=1

𝑥𝑢,𝑗𝑥𝑣,𝑗+1

describes the total distance travelled and

𝐻𝐴 =

𝑛∑︁
𝑣=1

©­«1 −
𝑛∑︁
𝑗=1

𝑥𝑣,𝑗
ª®¬
2

+
𝑛∑︁
𝑗=1

(
1 −

𝑛∑︁
𝑣=1

𝑥𝑣,𝑗

)
2

(8)

describes the constraints to be a feasible cycle.

For the clustering step, we use the constrained 𝑘-means clus-

tering algorithm [6]. The benefit of this approach is that we have

better control over the size of the clusters suitable for QS.

Let 𝑘 be the number of clusters and largest cluster size be |𝑉𝑐 |.
We define the least cost flip value Δ𝑖 𝑗 between all cluster pairs to

be the least cost of performing 2-opt to stitch the two clusters 𝑖 and

𝑗 together. The time complexity is 𝑂 (𝑘2 |𝑉𝑐 |2). To determine the

ordering of stitching clusters, we solve aminimum cost Hamiltonian

path problem by reusing our QUBO E-TSP model presented above

(except it seeks a minimum Hamiltonian path [18] instead of cycle)

with Δ𝑖 𝑗 on the edges.

4.2 Quadratic Assignment Problem (QAP)
Given 𝑛 facilities and 𝑛 locations, the flow matrix (𝑓𝑖 𝑗 ) denoting
the flow quantity between facilities 𝑖 and 𝑗 , and a distance matrix

𝑑𝑘𝑙 which denotes the distance (weight) between locations 𝑘 and

𝑙 , the QAP is to find an assignment of facilities to locations that

minimizes the weighted flow.

In [10], the indicator variable 𝑥𝑖 𝑗 is used to denote that the facility

𝑖 is assigned to location 𝑗 . The total flow can be written as a QUBO,

that is wewant tominimize

∑𝑛
𝑖=1

∑𝑛
𝑗=1

∑𝑛
𝑘=1

∑𝑛
𝑙=1

𝑓𝑖 𝑗𝑑𝑘𝑙𝑥𝑖𝑘𝑥 𝑗𝑙 . Again,

we need to impose the permutation constraints as we need to en-

sure that each location is assigned to exactly one facility and each

facility is assigned to exactly one location.

If we have the coordinates of the location and facilities, we can

perform some clustering that is based on the Euclidean metric.

Unfortunately, there is a lack of clustering in the literature for

QAP. We design a clustering scheme as such. For each facility,

we associate it with the sum of the flow values that is associated

with the facility, we then sort them in an increasing order. For

each location, we associate it with the sum of the distances that

is associated with the location, we then sort them in a decreasing

order. We then match the facility that is associated with the high

flow value with the location of low distance. We then compute the

product value of the scores and perform a 1-D clustering on the

scores. If the cluster is too large for the QS, we further divide them

into smaller sub-problem.

Note that there is no stitching required for QAP as the assign-

ments of facilities to the locations is what is required.

5 NUMERICAL EXPERIMENTS
In this section, we present our experimental results. Four sets of

experiments are conducted:

• We investigate the effect of data scaling on TSP solution

quality;

• We compare the relative performance on TSP solution quality

under different parameter tuning approaches.

• We benchmark our approach to solve TSP. First, we compare

the relative performance with direct QS call and with the

popular TSP solver Concorde on TSPLIB [20] as well as hard

Tnm instances. We also compare the relative performance

when using an exact solver (CPLEX) directly instead of a

heuristic QS.

• Finally, we compare the performance of our approach with

qbsolv (running DA) on QAP instances. As baselines, we also

compare against best published results on those instances.

We explain the experimental setup below.

The default QUBO solver is the Fujitsu Digital Annealer Genera-

tion 2 that runs in the Parallel Tempering mode.

For E-TSP clustering, we use the constrained 𝑘-means algorithm

[6] to control the size of each sub-QUBO.

For the model-free PSO approach, the position of the particle

represents the parameter to be tuned. The cost function of the PSO

is set to be the objective function according to the application we

are solving. Besides, we need to tune several hyperparameters for

PSO including the inertia weight 𝜔 , two learning factors 𝑐1 and 𝑐2.

𝜔 controls the contribution rate of the particle’s previous velocity

to the particle’s velocity at the current time step. A combination of

𝑐1 and 𝑐2 determines the convergence rate by balancing the global

and local search capabilities. We update 𝜔 , 𝑐1, and 𝑐2 according to

the linear time varying formulation in [25]. In order to have total 40

parameters evaluated, PSO runs 4 iterations (including the random

initialization) with number of particles equals to 10. The search

space is same as the Bayesian approaches.

The details of the parameter used are summarized in Table 1

where 𝐷max refers to the maximum distance. Our code is available

at https://github.com/BMDroid/Permute-QUBO-Tech.

5.1 Effect of Data Scaling on TSP
Data scaling reduces the variance of the input data describing the

QUBOs. In Figure 2, we illustrate that data scaling improves the

performance of TSP in that the solutions obtained will be strictly

better than those without data scaling.

5.2 Effect of Parameter Tuning on TSP
We perform online parameter tuning on the TSP instances of size

up to 800 obtained from TSPLIB and also on the TSP instances

found in [13]. The x-axis on the both diagrams shows the size of

the input.
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Figure 2: Lower objective value is obtained after performing data scaling
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Figure 3: Optimality gap and tuning time with different tuning approaches for TSPLIB instances
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Figure 4: Optimality gap and tuning time of TSP instances from [13]

Figure 3 shows the optimality gap, which is defined to be

obtained solution − optimal solution

optimal solution

× 100%

and tuning time when we apply the five online parameter tun-

ing schemes presented earlier on the TSPLIB instances and Figure

4 shows the corresponding result on [13]. Tuning time refers to

the average run time for solving the respective problem instances,

which is incurred due to multiple calls to the QS as the underlying

parameter is being tuned. For simplicity, we group the instances

according to their size in reporting the optimality gap. The opti-

mality gap can be obtained as our test problems are obtained from

a repository where the optimal values of the instances have been

reported. For both experiments, We observe that the optimality gap

is comparable with each other for most instances, even though on

average, Optuna performs the best for tsplib and PSO performs the

best for tnm instances. In terms of computational time, PSO and

the statistical approaches are faster than Hyperopt and Optuna.

We observe that tuning the penalty parameter uniformly with

ratio between 0.5 to 1 of the maximum weight length suffices to ob-

tain good results experimentally. However, this does not imply that

careful tuning is not required. In general, a helpful principle we read

from our experiments is that we need to first narrow the promising

search space, from which we can perform a simple scheme such as

uniform search to find the most appropriate values.
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Figure 5: Comparison of performance of our framework vs direct QS call

Instance size

O
pt

im
al

it
y 

G
ap

 (
%

)

0

20

40

60

80

100

0 100 200 300 400 500 600

CPLEX
DA

(a) Optimality Gap for TSP

Instance size

R
un

ni
ng

 T
im

e 
(s

ec
) DA

CPLEX

6000

0

3000

1000

2000

5000

4000

7000

0 100 200 300 400 500 600

(b) Running Time for TSP

Figure 6: Comparison of CPLEX and QS run time by setting CPLEX early termination condition to reach DA optimality gap

Digital Annealer
Iterations 10

7

Replica 72

TSP clustering
Minimal cluster size, 𝜏 7

Maximum cluster size, 𝜇 30

Bayesian Tuner Approaches
Number of trials 40

Range [0.5, 1] · 𝐷max

PSO hyperparameters
Inertia weight 𝜔max 0.5

Inertia weight 𝜔min 0.25

Learning factor 𝑐1,max 0.5

Learning factor 𝑐1,min 0.25

Learning factor 𝑐2,max 0.9

Learning factor 𝑐3,max 0.6

Statistical Approaches
Normal Distribution N(𝜇 = 0.7594, 𝜎2 = 0.0141) · 𝐷max .

Uniform Distribution U(0.5, 1) · 𝐷max

qbsolv
sub-QUBO size 900

Optuna trials 20

Table 1: Parameter values used in our numerical experiments.
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Figure 7: Comparison of CPLEX and QS optimality gap with
run time limit of 2 minutes

5.3 Comparison with Other Approaches on TSP
Next we present two sets of experiments.

First, we compare the relative performance with direct call to

QS and with the dedicated TSP solver Concorde. Note that due to

the Digital Annealer’s hardware limitation, the QS cannot directly

solve instances larger than 90 cities. Hence, for purpose of direct

comparison, we present results in Figure 5 based on instances of up

to 90 cities from two data repositories - the Tnm instances which

represents hard instances for Concorde on the left and the TSPLIB

instances on the right. Using the same computational budget, we

observe that the quality of solution of our approach is better, achiev-

ing an optimality gap that is significantly lower than if we directly
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Figure 8: Comparison of performance using qbsolv vs our
approach

use QS. We observe that when the instance size is more than 50

cities, the optimality gap can be more than 35% without using our

approach, while it is less than 10% for our approach.

Note that we do not claim that our approach is the best in solving

TSP, but to illustrate without any algorithmic trick (such as adaptive

k-Opt with tabu search, as found in LKH), our approach can achieve

solutions with very small optimality gap.

On the second set of experiments, we study the relative perfor-

mance if we were to replace QS with an exact solver such as CPLEX

instead. It is known that the required run time for an exact solver

can be prohibitively long. In order to compare the performance of

these two solvers fairly, we consider two experiment settings.

In the first setting, we solve each sub-QUBO model using CPLEX

by setting the run time limit to be 2-minutes. The result is as shown

in Figure 8. The result shows that within the time limit, 𝑄𝑆 out-

perfoms CPLEX solver and the gap grows as the instance such

increases. In the second experiment setting, we fix the optimality

gap and examine the computational budget required by the solvers

to achieve a specified gap. For this purpose, after solving the E-TSP

instances using QS, we note the optimality gap attained. Note that

the optimality gap can be derived, since the problem instances are

obtained from a repository with known optimal solutions. We then

set a maximum time limit of 5 minutes in solving each sub-QUBO

using CPLEX. Unlike the previous setting, another stopping condi-

tion that we use on CPLEX is that we set the required optimality

gap for CPLEX to match the optimality gap obtained by QS. The

result is as shown in Figure 6. Again, QS attains a smaller optimality

gap within a shorter run time. In summary, we observe that QS

performs better than CPLEX in solving the sub-QUBOs with either

a fixed computational budget, or a fixed optimality gap.

5.4 Comparison with qbsolv on QAP
Finally, to demonstrate the generality of our approach, we turn

to QAP. Here, we compare our approach with DWAVE’s qbsolv, a

state-of-the-art framework for solving QUBOs. Note that qbsolv

itself is not a solver, but a framework that performs divide and

conquer on a QUBO. Unlike our approach, one needs to construct

the entire matrix explicitly as input to qbsolv. Furthermore, qbsolv

does not ensure feasibility, since there is no notion of constraint

violation.

The QAP instances and their best known solutions are obtained

from QAPLIB [7], and in the interest of space, we report results of

large-scale instances sampled randomly from the library. Note that

the best-known solutions for the selected instances are attained

by various heuristic methods including Genetic Hybrids [9] and

Robust Tabu Search [26]. These solutions are termed as “pseudo-

optimal" solutions in [27] (since optimality has not been proven). To

compare with these approaches, we compute the pseudo-optimality

gap and the results are shown in Figure ??. Even though the pseudo-

optimality gaps are significantly large compared with best-known

solutions, we observe that the solution quality produced by qbsolv is

very similar to our approach. And in terms of run time, we observe

that our approach is at least 5 times faster (both approaches running

DA as the QUBO solver).

6 CONCLUSION
We have proposed 3 techniques to improve the quality of solu-

tion of QS. These techniques can be used in a divide-and-conquer

framework to solve large instances of combinatorial optimization

problems. Experimentally, our approach yields solutions with very

small optimality gaps on E-TSP instances (comparable with dedi-

cated solver Concorde), and outperforms qbsolv, the state-of-the-art

QUBO divide and conquer framework on QAP instances, with faster

run time. Interestingly, our study shows that by using a divide-and-

conquer framework along with our techniques, it outperforms the

execution environment where we feed the problem to the QS di-

rectly. This could be attributed to the fact that as the problem size

increases, the heuristic QS tends to perform worse due to vari-

ous reasons such as large search space. Regrettably, the quality of

solutions obtained by our approach for QAP is not entirely satisfac-

tory relative to the best-known results, obtained albeit by multiple

hand-crafted meta-heuristics. For our approach to be useful, the

optimality gap needs to be narrowed further, perhaps with better

parameter tuning and a stronger QUBO solver.

Interestingly, since our proposed ideas in this paper is agnostic

to QUBO solvers, one could implement QS on a quantum hardware

to derive a hybrid quantum-classical approach. When quantum

annealers become more commercially viable, such approach can

potentially disrupt exact solvers like CPLEX and Gurobi in solving

large-scale optimization problems via mathematical modeling.
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